Abstract:

Machine learning classifiers are becoming increasingly popular, and often achieve outstanding performance in testing. When deployed, however, classifiers can be thwarted by motivated adversaries who adaptively construct adversarial examples that exploit flaws in the classifier's model. Over the past few years, a vibrant research community has emerged focused on the problem of adversarial examples, instigated by (seemingly) surprising results showing how vulnerable deep learning classifiers are to adversaries finding small distortions to inputs that fool a classifier. In this talk, I will argue that adversarial examples are a much older problem, and that they stem from a fundamental problem of distinguishing correlation from causation. I will describe a new very simple strategy, feature squeezing, that can be used to harden classifiers by detecting adversarial examples. Feature squeezing reduces the search space available to an adversary by coalescing samples that correspond to many different inputs in the original space into a single sample. Adversarial examples can be detected by comparing the model's predictions on the original and squeezed sample. In practice, of course, adversaries are not limited to small distortions in a particular metric space. Indeed, in security applications like malware detection it may be possible to make large changes to an input without disrupting its intended malicious behavior. I'll report on an evolutionary framework we have developed to search for such adversarial examples that can automatically find evasive variants against state-of-the-art classifiers. This suggests that work on adversarial machine learning needs a better definition of adversarial examples, and to make progress towards understanding how classifiers and oracles perceive samples differently.
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